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CHAPTER 7
Inference from populations: going beyond models
Steven M. Chase and Andrew B. Schwartz*
Department of Neurobiology and the Center for the Neural Basis of Cognition, University of Pittsburgh, Pittsburgh,
Pennsylvania, USA
Abstract: How are abstract signals, like intent, represented in neural populations? By creating a direct
link between neural activity and behavior, brain–computer interfaces (BCIs) can help answer this
question. Early instantiations of these devices sought mainly to mimic arm movements: by building
models of arm tuning for the neurons, desired arm movements could be read out and used to control
various prosthetic devices. However, as the functionality of these devices increases, a more general
approach that relies less on endogenous control signals may be required. Here we review some of the
current, model-based approaches for finding volitional control signals for spiking-based BCIs, and
present some new approaches for finding control signals without resorting to parametric models of
neural activity.

Keywords: brain–machine interface; motor cortex; decoding; cosine tuning.
Spiking-based brain–computer interfaces (BCIs)
map the activity of dozens to hundreds of
recorded neurons to the control of some device.
This device could be something fairly simple, like
a spelling tool that can help locked-in patients
communicate with the outside world (Musallam
et al., 2004; Santhanam et al., 2006), or it could
be something more complex, like a cursor on a
computer screen (Hochberg et al., 2006; Kennedy
et al., 2000; Mulliken et al., 2008; Serruya et al.,
2002; Taylor et al., 2002), a robotic arm (Chapin
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et al., 1999; Velliste et al., 2008; Wessberg et al.,
2000), or even a muscle stimulator (Moritz et al.,
2008; Pohlmeyer et al., 2009), that could help
paralyzed patients regain the ability to move. In
each case, the goal of these devices is the same:
translate the intent of the user, encoded in trains
of action potentials, into the desired action of
the device.

At first blush, this seems quite simple. If the
user wants the computer cursor to move upward,
he simply imagines the cursor moving upward:
somewhere in the brain, this process of imagina-
tion causes changes in the firing rates of neurons,
and the BCI needs only to decode these changes
into upward cursor movement. The reality,
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however, is probably quite a bit different.
Because the neural processes related to imagina-
tion and imagery are not well understood, they
are hard to tap into with any degree of reliability.
Further, the process of imagining typing the letter
“p” seems fundamentally different from the pro-
cess of imagining “grab the cup.” Does this imply
that a BCI that controls a spelling device must use
a different set of neurons than a BCI that controls
a robotic hand?

The answer, of course, is no. Most BCIs that
rely on single-neuron recordings extract them
from the primary motor cortex (e.g., Hochberg
et al., 2006; Serruya et al., 2002; Taylor et al.,
2002; Velliste et al., 2008). Since this area is a
major source of “output” from the brain, it is a
logical place to find signals that might be used to
control an external device. The idea is that by
tapping into endogenous control signals related
to some observable, quantifiable behavior, like
arm movement, the subject could eventually learn
to associate those behaviors with certain actions
of the device. This has proven to be a successful
tactic: signals from the proximal arm area of pri-
mary motor cortex have successfully been used
to control computer cursors moving in two (Car-
mena et al., 2003; Hochberg et al., 2006) and
three (Jarosiewicz et al., 2008; Taylor et al.,
2002) dimensions, and a monkey was even suc-
cessfully trained to feed itself with a 4 degree of
freedom robotic arm (Velliste et al., 2008). How-
ever, the human hand alone contains �20 inde-
pendently controllable degrees-of-freedom. To
further complicate things, the neural representa-
tion of hand shape is only beginning to be worked
out (see, e.g., Hendrix et al., 2009; Lemon, 1993;
Vargas-Irwin et al., 2010). There is still a long
way to go before prosthetic arms can replace the
capabilities of a lost limb.

In this chapter, we review some of the
approaches taken toward extracting potential
control signals for BCI devices, and argue that
to achieve the next generation of prosthetic
devices we will need a new approach that does
not rely on assumptions about how arm
movements might actually be encoded. By going
beyond these models, we can use the neural pop-
ulation responses to infer the existence of poten-
tial control signals, without making particular
reference to what those control signals might be.
We postulate that an understanding of these con-
trol signals will not only facilitate the design of
high functioning prosthetic devices, but will also
help answer basic questions about the neural cor-
relates of intent.
Prostheses based on arm movements

In the 1980s, Georgopoulos and colleagues
released a series of papers detailing how
populations of neurons in the proximal arm area
of motor cortex might represent arm movements
(Georgopoulos et al., 1982; Schwartz et al., 1988),
and further how this information could be read
out from simultaneously recorded neurons
(Georgopoulos et al., 1986, 1988; Kettner et al.,
1988). These papers detailed an approach to neural
decoding which has become fairly common in the
BCI field: first perform a series of experiments with
natural arm movements to build an encoding
model detailing how firing rates depend on arm
movements, then invert this encoding model and
use decoded arm movements to drive a remote
effector (e.g., a computer cursor; Taylor et al.,
2002). Alternately, specification of the encoding
model could be skipped entirely, and instead the
armmovement data could be used to train an algo-
rithm to extract kinematic data directly from the
spike trains (e.g., Mulliken et al., 2008; Wessberg
et al., 2000). In either case, this approach relies
extensively on arm movement data to calibrate
the decoding device.

Apart from the obvious clinical problem of
using arm movement data to train a device that
is supposed to replace the functionality of a lost
arm, this approach may not be ideal because it
assumes the control signals appropriate for an
arm are the same as the signals appropriate for
the device. A number of studies now suggest that
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this is not the case. First, it has been observed that
as the subjects learn to modulate their cortical
signals to control the cursor directly, they stop
moving their arms (Carmena et al., 2003; Chapin
et al., 1999; Taylor et al., 2002). This indicates
that there must be at least some change in the
neural signal that is specific to brain-control. Sec-
ond, tuning curves recorded during the arm con-
trol session have been found to be different
from the tuning curves recorded during the
brain-control session (Carmena et al., 2003;
Taylor et al., 2002); in fact, these tuning curve
differences tend to increase with training (Gan-
guly and Carmena, 2009; Taylor et al., 2002).
Taylor and colleagues investigated this issue in
detail by recording from neurons in the primary
motor cortex of monkeys while they performed
center-out reaching movements under both hand-
and brain-control. On the first day, they found
that neurons changed their preferred directions
between the two sessions by an average of �65�,
and these tuning curve differences increased as
the subject trained with the BCI (Fig. 1). This
change in tuning is indicative of a brain-control
specific change in the control signals.
It is still an open question as to why the tuning

differs between hand-control and brain-control. It
could be that the motor cortex is sensitive to the
differences in the dynamic properties of the
remote effector and the limb. Another possibility
is that the neural activity is influenced by the pro-
prioceptive feedback, which changes between the
hand-control and brain-control tasks because the
subjects are no longer moving their arms. In fact,
Hatsopoulos and colleagues have shown that
when the arm is passively moved in concert with
a brain-controlled cursor, decoding performance
improves (Suminski et al., 2010). Since they
calibrated their decoder with arm movement
data, this could be an indication that the tuning
curves change less between hand-control and
brain-control when the arm is kept moving in
the brain-control condition. An interesting impli-
cation of this work is that it suggests that
providing proper proprioceptive feedback to
patients might improve their ability to use a neu-
ral prosthetic device. To date, however, providing
realistic proprioceptive feedback to patients
remains a challenge.
Prostheses based on cursor imagery

Another, related approach does not rely on arm
movements themselves, but rather on motor
imagery. In work with human subjects, Hochberg
and colleagues found that many cells in primary
motor cortex could be driven by imagined move-
ments, such as imagined wrist or elbow flexion
(2006). Presumably, the neural tuning to these
“imagined” movements is similar to the tuning
these neurons would have had to natural arm
movements, and studies in monkeys comparing
the neural tuning during active movement with
that during passive observation seem to bear this
out (Tkach et al., 2007). Electrocorticographic
signals recorded from humans have shown that
the modulations induced by motor imagery have
a similar spatial distribution to the modulations
produced by actual movement, although they are
weaker. Providing visual feedback about the mod-
ulation, however, can increase the magnitude of
the modulations to be the same as or greater than
with overt movement (Miller et al., 2010). While
these findings allow researchers to overcome the
clinical problem of relying on arm movement data
to build their decoder, as with the arm movement
data there is evidence that these imagery-based
neural tunings may still not be capturing all of the
neural activity that could be used to drive a pros-
thetic device (Wahnoun et al., 2006).

Several researchers have explored iterative
approaches to try to uncover the right set of con-
trol signals. Although details can vary from lab to
lab, an example of the procedure used by
Schwartz and colleagues is as follows (Chase
et al., 2009; Fraser et al., 2009; Jarosiewicz et al.,
2008). First, the decoding parameters are
initialized, by assigning values at random to every
neuron. Alternate approaches involve initializing
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Fig. 1. Changes in cortical activity between hand-control (HC) and brain-control (BC) tasks in subject M. (a) Cell with a 107�

change in tuning direction (the unit waveform is shown in black). Each dot is the mean firing rate during one movement. HC
rates are in the right column and BC rates are in the left column of each square. The eight squares correspond to the eight
target directions (center four¼distal; outer four¼proximal). (b) Daily mean angles (thick lines) between HC and BC preferred
directions for all cells significantly tuned during both tasks (black, contralateral; gray, ipsilateral to the arm moved during the
HC task). (c) Lines connecting HC preferred directions with BC preferred directions (circle ends) projected onto a unit sphere
(day 8, only cells significantly tuned in both tasks; black, contra; dotted, ipsi). (d) Change in the X, Y, and Z components of the
preferred direction unit vectors between the HC and BC tasks plotted day-against-day for 8 random pairs of days (day 27 or
later, only units that were significantly tuned in both tasks on both days; 35�3 units per pair of days). With permission from
Taylor et al. (2002).
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with parameters from arm data (as in Taylor
et al., 2002) or from a motor observation or imag-
ery session (as in Hochberg et al., 2006; Wahnoun
et al., 2006). Targets are then presented, one at a
time in random order, and left on the screen until
a movement time-out period elapses. Subjects are
instructed to attempt to hit the target, and cells in
the motor cortex tend to modulate as a function
of target direction, indicating that an attempt is
being made. Depending on the initialization, how-
ever, the attempt may or may not be successful;
with the random assignment initialization, the
cursor hardly moves at all (Chase et al., 2009).
Regardless of success or failure, after each target
has been presented, firing rates are regressed
against target direction to build an encoding
model describing each cell's tuning to desired
movement, and these tuning curves are used to



107

Author's personal copy
recompute decoding parameters. Then another
round of targets is presented. It typically takes
only a few minutes or so to converge to a stable
set of decoding parameters. Once convergence is
reached, the decoding parameters are fixed.
Not only does this iterative procedure result in

tuning curves that are substantially different from
those observed during arm movement tasks
(Taylor et al., 2002) or passive observation
(Wahnoun et al., 2006), it also results in better
control. Wahnoun and colleagues characterized
various parameters of control during the iterative
procedure (Fig. 2). In less than 5 min, they found
substantial straightening of the trajectories, and
the average time to hit the targets decreased by
about 20%. Further, their improvements in
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control were accompanied by a decrease in the
average firing rates of the cells. This might indi-
cate that the iterative procedure resulted in con-
trol that required less effort, an important
consideration for a device which might need to
be used by patients for long periods of time.

Although motor imagery approaches have
been successfully applied to prosthetic control,
as with arm movement approaches they still suf-
fer from one major failing: they do not account
for types of neuronal modulation that might not
be included in the tested range of movements.
For example, if some of the recorded neurons
happen to encode neck movement, and neck
movements are not included in the set of
instructed movements or imagined movements,
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this potential source of control signal might be
overlooked. This could in turn limit device perfor-
mance, as this extra control signal could have
been co-opted to extend the number of controlla-
ble degrees of freedom of the effector. If we are
to achieve control of a device that can replace
the functionality of a limb, we will need to utilize
every available control signal.
A more general approach

To take advantage of all of the potential control
signals that can influence theneural activity, it is nec-
essary to make no a priori assumptions about what
those control signals might actually be. Instead of
assuming that the neurons will respond to a particu-
lar type of motor imagery, it is possible to use oper-
ant conditioning to allow the subject to discover
the underlying control signal by trial and error. In
the late1960sandearly 1970s,workbyDr.Eberhard
Fetz and colleagues demonstrated a technique by
which one could train monkeys to gain volitional
control over the firing rates of individual neurons
inprimarymotor cortex (Fetz, 1969; Fetz andBaker,
1973). By providing feedback only about the firing
rate of a target neuron, the subjects quickly (typi-
cally, within 10 min or so) learned to ramp the firing
rate of that neuron up and down to achieve reward.
These firing rate increases anddecreaseswereoften,
though not always, associated with overt move-
ments. Even when the firing rate of the neuron was
consistently related to muscle activity, however, the
activity could typically be dissociated by properly
conditioning the feedback signal (Fetz and Finoc-
chio, 1971, 1975). In a follow on to this work, they
were even able to train monkeys to use single
neurons to control a muscle stimulation device
(Moritz et al., 2008).

In a sense, Fetz's technique could be consid-
ered as a way of identifying the volitional control
signals that affect single neurons in motor cortex,
without resorting to any kind of explicit motor
task. In fact, this ability is not unique to motor
cortex; there are now numerous examples of
subjects using operant feedback to gain volitional
control over single neurons in a number of corti-
cal areas (for review, see Fetz, 2007). Can this
technique be extended to populations of
neurons? We have recorded from groups of
neurons while using operant conditioning to train
monkeys to gain control of the firing rates of sin-
gle cells. Invariably, we find that even when only
one neuron is being used to provide feedback,
there are typically large correlations in the firing
rates of many of the other simultaneously
recorded cells (Fig. 3). Clearly, these correlations
indicate that the volitional control signal used to
drive the target neuron also influences the firing
rates of other neurons. In essence, the operant-
conditioning task has uncovered a controllable
pattern of neural activity. We have found that by
performing the single-neuron operant-condition-
ing task with multiple target neurons, a variety
of controllable patterns can be uncovered.

Of course, the patterns of activity uncovered in
these operant-conditioning tasks may themselves
represent collections of correlated volitional control
signals. Neurons inmotor cortex tend to be tuned to
multiple parameters (for review, see Scott, 2003),
and so may be best driven by multiple control
signals. Further, control signals used todrive twodif-
ferent neurons may be partially overlapping. Using
dimensionality reduction techniques, like principal
component analysis or independent component
analysis, it may be possible to resolve the effect of
individual volitional drivers on the neural popula-
tion response. Recently, a new techniquewas devel-
oped that combined dimensionality reduction with
temporal smoothing to infer the presence of latent
driving signals from populations of neurons
recorded during an arm movement task (Yu et al.,
2009). Called Gaussian process factor analysis, the
method allows one to disentangle the multiple
driving signals inducing correlations across the pop-
ulation; a description of the technique is given in
Fig. 4. These factor analysis methods have already
been shown to account better for correlated noise
thatmight otherwise degrade prosthetic decode per-
formance (Santhanam et al., 2009).
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One of the real benefits of these dimensionality
reduction methods is that they can recover a
description of the latent driving signals using only
the correlations they induce in the population,
without reference to any kind of external, move-
ment-related parameters. In essence, these tec-
hniques make no assumptions about what these
driving signals might actually encode. This is espe-
cially useful since it has been shown that, in motor
cortex, firing rate predictions based only on the fir-
ing rates of simultaneously recorded neurons tend
to outperform predictions based on external
parameters, when recording from 50 or more cells
(Stevenson and Kording, 2011). We have begun
to apply these dimensionality reduction techniques
in the operant-conditioning framework. After
performing conditioning on several single neurons
and observing the correlations in the recorded pop-
ulation,weapply thedimensionality reductionmet-
hods to recover canonical patterns of population
activity. We then perform the same ring-control
task described in Fig. 3, but instead of reinforcing
the firing rate of a single neuron, we condition on
the overlap of the population activity with a partic-
ular target pattern. Eventually, we hope to use
these techniques to identify putative control signals
for a prosthetic device.

By marrying operant-conditioning experimen-
tal procedures with nonparametric, correlation-
based techniques for source identification, it is
possible to develop a fully nonparametric descrip-
tion of the volitional control signals that influence
a neural population. These signals have the
potential to extend the capability of prosthetic
devices to enable more complicated grasping
and hand-shaping movements, even if we do not
understand how these movements are
represented during natural behavior. At the very
least, they ought to be useful in identifying
volitionally controllable signals inherent in the
population that might not otherwise be found.
They might also serve to facilitate learning. Cur-
rent methods of prosthetic decoding try to iden-
tify patterns neural activity that covary together
while the subjects are attempting to learn how
to control the various degrees-of-freedom of the
prosthetic device. With these new techniques, it
may be possible to separate this into two sequen-
tial processes: first identify the patterns of activity
that naturally covary, then apply them to
decoding. For example, after the patterns are
identified, they could be applied to decoding by
actuating each degree-of-freedom according to
the projection of the neural activity along each
pattern. The subject must then solve the easier
problem of associating each controllable pattern
with a particular device function.

It will be interesting to see how BCI control
based on volitional signals identified through
operant conditioning will compare with BCI con-
trol based on standard, parametric encoding
models. Ultimately, we hope that synergizing
these approaches will allow us both to develop
better prosthetic devices, and gain insight into
the cognitive mechanisms of volition.
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